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This paper describes a tool recommendation system for Galaxy workflows that employs a GRU neural 

network to train a classifier system. The classifier is trained on existing workflows that are recorded in 

the Galaxy system, and usage frequency of tools is additionally used to weight their relevance to the 

result. 

This paper was submitted under the "Research" manuscript type, but I wonder whether it would have 

been better as a Technical note, given that the paper describes an implemented system, but there is no 

tested hypotheses or research question being answered. 

There are some interesting ideas explored in this paper but I have some major concerns about its 

current presentation: 

   - The solution seems like it might be overkill for the problem that is being solved. The authors have not 

implemented or compared to any alternative approaches to solving the same problem, so we have no 

basis to understand whether a NN is needed for this problem, or whether a simpler statistical model 

would suffice. 

   - The paper does not address the issue of whether the tool is really useful in practice. For example it 

says "they [recommendations] improve user experience by helping researchers to easily create correct 

workflows". This claim is not tested in this paper. You would need to test user behaviour to find out, or 

in the very least, survey user experience with the tool. 

   - Such a recommendation system us potentially dangerous if it is giving poor/biased/incorrect 

suggestions to users, and is highly sensitive to the training data. It is not clear from the paper how biases 

in the training data are dealt with. For example, suppose the Galaxy server is used by students 

undergoing training. It could be the case that for training purposes students are taught initially to use 

older, out of date, tools and techniques, for the sake of simplicity. There could be very many of these 

students on the system. A large number of students using out-of-date techniques could seriously bias 

the results. The paper suggests re-training the system periodically, which is reasonable, however, how 

does the system protect against circular dependencies in the data, where it starts training on workflows 

that have used the recommendation system themselves? 

   - The system considers tools, but apparently not data types. In the example discussed on page 4, how 

would the system know to recommend RNA-STAR compared to BWA or Bowtie if it doesn't know 

whether the inputs are DNA or RNA? 

Beyond those concerns above, I feel that the paper is imbalanced in its structure. Too much space is 

used to discuss general features of NNs, whereas too little attention is paid to the actual methods used 

in the project. For example, the actual size and nature of the training data is only very briefly mentioned 

near the end of the paper "The number of tool sequences extracted from workflows is approximately 



200,000..." This is a very important detail that deserves more attention. We don't know the proportions 

of the training workflows for different kinds of analyses, and therefore it is hard to say anything about 

selection bias in the data. What if 90% of the training data is for DNA sequencing, how would this affect 

the ability of the system to recommend proteomics tools for example? 
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